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Abstract—Mobile Edge Computing (MEC) places cloud re-
sources nearby the user, to provide support for latency-sensitive
applications. Offloading workload from resource-constrained mo-
bile devices (such as smartphones) into the cloud ecosystem is
becoming increasingly popular. In this demonstration, we show
how to deploy a mobile network with OPENAIRINTERFACE
and OPEN SOURCE MANO. We also demonstrate how to adapt
the Reliable Server Pooling (RSerPool) framework to efficiently
manage MEC as well as multi-cloud resources.123

Index Terms—Cloud, Mobile Edge Computing, NVF, Open
Source MANO, OpenAirInterface, Reliable Server Pooling (RSer-
Pool)

I. INTRODUCTION

For executing a wide range of user applications, Cloud com-
puting platforms are widely accepted due to their scalability,
flexibility as well as cheaper usage prices. However, the Cloud
platform is not ideal for latency-sensitive applications. Further-
more, for higher performance, the requirements of user appli-
cations are also changing. Thanks to the evolution of mobile
technology (such as hardware and cellular networks), running
applications on mobile devices – particularly on smartphones –
are becoming a new norm. Mobile Edge Computing (MEC) [1]
is a way to solve the latency issues, by placing cloud resources
nearby a connected user device. This leads to the question
of how to realise services for MEC. However, such mobile
devices host limited computational resources, i.e. processor,
primary memory and storage space. Nowadays, the graphical
user interface (GUI) of a cloud service is a popular candidate
application-type running on smartphones. The challenge of
such cases is that the latency between user devices and the
cloud becomes relevant. If the latency is too high, the reaction
of the application to user interaction gets inconveniently slow.

Reliable Server Pooling (RSerPool) [2] is an IETF standard
for a lightweight server pooling approach. In this demo work,
we have customised the existing RSerPool approach to tackle
the problem of organising MEC services. In [3], we presented
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Fig. 1. The representation of RSerPool architecture

a proof-of-concept for realising RSerPool-based workload
offloading with MEC. In this proposed demo (see details in
Section IV), we simulate a realistic use case scenario using
RSerPool and also visually demonstrate the intuitiveness of
such an approach. We are going to present this idea to the
audience by using an interactive live demo.

II. BACKGROUND

A. Reliable Server Pooling (RSerPool)
Reliable Server Pooling (RSerPool) [4]–[6] is a generic,

application-independent framework for server redundancy and
session handling. A particular property of RSerPool is to be
simple and lightweight, making it suitable for devices with
very limited hardware resources. RSPLIB4 [6] is an open-
source implementation of RSerPool.

The RSerPool architecture [2] shown in Figure 1, where a
number of servers, each providing a certain service, form a
pool. Servers of a pool are denoted as Pool Elements (PE).
Within its operation scope, a pool is identified by its unique

4RSPLIB: https://www.uni-due.de/∼be0001/rserpool/.



Pool Handle (PH, e.g. a string like “Application XY”). The
set of all pools within an operation scope, the so-called hand-
lespace, is managed by Pool Registrars (PR, shortly denoted
as registrars). The PRs synchronise the handlespace by using
the Endpoint haNdlespace Redundancy Protocol (ENRP) [6].
Servers can dynamically register to, and deregister from, a pool
at any PR of their operation scope, by using the Aggregate
Server Access Protocol (ASAP) [6].

Clients, which are denoted as Pool Users (PU), use ASAP
to access the resources of a pool. A PR can be asked for
the selection of PE(s) in its operation scope. This selection
is performed by using a pool-specific pool member selection
policy [4], [6], [7]. Furhermore, ASAP can be used for real-
ising a Session Layer functionality between a PU and a pool.
In this case, ASAP may also support the actual Application
Layer protocol with state synchronisation [4], [6].

B. Open Source MANO and the SimulaMet OAI EPC
Network Function Virtualisation (NFV) [8] is a crucial

part of 5G networks: Network functionalities can be realised
as Network Services (NS), which are composed of Virtual
Network Functions (VNF). NSs can then be instantiated
as Virtual Machines (VM) in data centres. This allows for
very high flexibility: NSs can be instantiated dynamically
when needed and removed when not needed anymore. Fur-
thermore, VNF instances can be scaled as needed. OPEN
SOURCE MANO5 (OSM) [9] is a framework for managing
and orchestrating NFV. It is the orchestration platform from
ETSI. It utilises an underlying Network Function Virtualisation
Infrastructure (NFVI) for instantiating the Virtual Deployment
Units (VDU) as VMs. A commonly used NVFI is OPEN-
STACK, but OSM supports other frameworks as well.

Based on OSM, we developed a VNF for the Enhanced
Packet Core (EPC) of OPENAIRINTERFACE6 (OAI), denoted
as SIMULAMET OAI VNF7 [10]. In particular, it can be used
to easily realise a tailor-made EPC for custom network testbed
setups. The configuration flexibility of our VNF can be utilised
easily by using it in new NSs (e.g. by adding MEC resources).
We will explain the details next in Section III.

III. PROPOSED APPROCH: MEC WITH RSERPOOL

Here, we are going to explain our approach from [3] to
handle the workload offloading challenge. The basic scenario
is illustrated in Figure 2: the UEs run a certain application,
which is demanding when it comes to computation and/or
storage. They have very limited computing resources. MEC
resources to support this application are available nearby the
user. Furthermore, it may also be possible to have additional
resources in public (multi-)clouds [11], [12] somewhere in the
Internet.

Our approach to applying RSerPool is illustrated in Fig-
ure 3. The resources are added into a pool (identified by its
PH) “Fractal Generator Pool”. This means, the servers in the
MEC, and (possibly) also auxiliary servers in a public (mul-
ti-)cloud, become PEs of this pool. From the implementation
perspective, it is trivial also to start a server instance on the UE

5OPEN SOURCE MANO: https://osm.etsi.org.
6OPENAIRINTERFACE: https://www.openairinterface.org.
7SIMULAMET OAI VNF: https://github.com/simula/5gvinni-oai-ns.

Fig. 2. Testbed Setup with EPC, OPEN SOURCE MANO and Cloud

Fig. 3. RSerPool with Mobile Edge Computing and public multi-Cloud

itself if the application allows this, due to resource constraints
on the UE. RSerPool itself is very lightweight, which means it
will not add a large management overhead [6]. The PE on the
UE would then be part of the pool, too. If everything else fails,
for instance, due to loss of network coverage, it would allow
running the application on the UE device, albeit with reduced
performance. The PU-side of the application then just needs
to pick a suitable PE from the pool (or even use multiple PEs
in parallel) to use their service. The choice of a suitable PE is,
as described in Subsection II-A and [3], the goal of a suitable
pool policy to handle the differences between UE PE, MEC
PEs as well as public (multi-)cloud PEs.

Finally, PRs are needed to manage the handlespace. At least
one PR needs to run within the core network (e.g. as part of the
MEC setup). Another PR can run locally to the additional PEs
in the public (multi-)cloud. To allow the UE to run a local PE
without network coverage, the UE would need to run its own
PR instance. It is lightweight (i.e. having only low memory
and CPU requirements).

IV. DEMONSTRATION SCENARIO AND SETUP

An overview of our proposed demo is presented in Figure 4.
The demo consists of:

• OPENAIRINTERFACE-based EPC, instantiated by the
SIMULAMET OAI VNF [3], [10] in a local OPENSTACK



Fig. 4. The User Interface of our Interactive Live Demo

cluster, orchestrated by OSM;
• OPENAIRINTERFACE-based eNodeB with Software-

Defined Radio (SDR) hardware;
• UE (laptop) with an interactive user interface as shown

in Figure 4, connecting to the eNodeB and EPC via LTE;
• UE resources (PE on UE) in our lab (in Oslo, Norway);
• Local MEC resources: 2 PEs (in Oslo, Norway);
• Public Multi-Cloud resources: 4 PEs (in Tromsø and

Gjøvik, Norway; Essen, Germany; and Haikou, China).
The client application on the UE requests the computation

of fractal graphics, which are computed by PEs in the pool.
The user interface illustrates the connections established in
the setup. Further details can be provided by interactive
WIRESHARK [13] traces. We also extended WIRESHARK by
dissectors for the used application protocols as well as by
advanced statistics features for the used protocols.

V. CONCLUSIONS

In our proposed demo, we would like to showcase how to
set up and manage our own 4G mobile broadband setup with
RSerPool-based MEC and public multi-cloud resources for an
interactive fractal graphics computation application.
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