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Abstract—Software Defined Networking (SDN) is an emerging approach for network programmability, with the capacity to initialize, control, change, and manage network behavior dynamically via open interfaces. The rise of SDN presents an opportunity to overcome the limitations of rigid and static traditional Internet architecture and provide services like inter-domain network layer multicast for live video streaming. In this demonstration we present a platform to evaluate and compare SDN-based multicast architectures for live streaming and benchmark their performance against standard IP unicast. The platform is equipped with two graphical user interfaces (GUI). A Panoramic UI provides a mechanism to modify various evaluation parameters and monitor the effect on output in form of graphs and live statistics. An Animator UI displays traffic flows over the chosen network topology and offers packet level information for the ongoing video streams. We also present a prototype of mCast implemented on our platform. mCast is a novel SDN-based multicast architecture for live video streaming over the Internet. The feedback from our platform and its GUIs showcases how mCast can save network and system resources while improving the video quality for clients.

I. INTRODUCTION

Software Defined Networking (SDN) is a network paradigm that separates the control and forwarding planes, enabling the network control to become directly programmable and the underlying infrastructure to be abstracted for applications and network services [1]. A logically centralized controller, with a global view of network, can monitor traffic flows, make forwarding decisions and install efficient rules at runtime. This flexibility and control can be exploited to provide services like inter-domain network layer multicast. As more than 40% of video traffic over Internet is live [2], significant amount of system and network resources can be saved by using multicast. Over the past few years some SDN-based multicast frameworks [3], [4], [5] have been proposed to offer content and/or network providers with sufficient control to realize a video streaming service.

In this demonstration we present a modular platform to evaluate and compare SDN-based multicast architectures and algorithms for live video streaming and benchmark their performance against standard IP unicast. We stream actual video content in High Definition (HD) quality over an emulated network and measure various network and application metrics. The platform consists of two graphical user interfaces (GUI). A Panoramic UI allows modification of various network and video parameters (Table 1) to vary the evaluation scenario and monitor the effect on output in form of graphs and live statistics. An Animator UI displays the chosen network topology and shows traffic flows from video servers to the clients in real-time. The UI helps in visually identifying patterns in communication and better understand the working of the underlying protocols and algorithms.

We also implement a prototype of mCast [3], a novel SDN-based multicast architecture for streaming live video content from servers in Content Delivery Networks (CDN) to clients in Internet Service Providers (ISP). This prototype illustrates all the elements and modules required to implement and evaluate SDN-based multicast architectures on our platform. Users of the platform can replace any or all modules with their own, to evaluate and compare the performance of their proposed design.

The rest of the paper is structured as follows. In Section 2 we provide a brief overview of mCast and its components. In Section 3, we present our evaluation platform. In Section 4 we give an overview of the demonstration and in Section 5 we provide a list of the equipment required for the demonstration setup.

II. MCAST OVERVIEW

mCast presents a novel SDN-based solution that exploits network layer multicast to reduce the resource utilization...
in ISPs and CDNs while providing CDNs with full control over their clients. Unlike IP multicast, mCast provides CDNs with features like group management, authorization, billing policies, data privacy and security. The clients do not need to be modified because mCast converts the stream back to IP unicast at the last hop, making the delivery transparent.

Figure 1 illustrates key mCast architectural elements. mCast employs agents in both ISP and CDN. These agents are responsible for communication with each other as well as the control plane of SDN. A CDN can choose to switch from IP unicast to mCast when doing so will reduce the overall cost. Once the decision has been made, mCast CDN Agent provides mCast ISP Agent with a list of its clients that are watching the stream and can be served with multicast. The mCast ISP Routing Module then uses this information to construct a dynamic multicast tree and compute forwarding paths.

Based on the constructed tree, mCast Flow Manager installs multicast entries in network nodes with higher priority than IP unicast, ensuring that clients are served with mCast whenever possible. In addition, mCast Flow Manager installs transparency rules on the egress switch. Before forwarding a packet to the client, this rule modifies the destination IP and port to match the IP and Port address of the client. Hence the client receives the packet just as it would in IP unicast.

For CDNs and ISPs, keeping their network infrastructure private is of utmost importance and they tend not to reveal information such as network topology, available bandwidth, or routing paths. mCast is designed in a way that no such information needs to be disclosed. Both ISPs and CDNs can manage their clients and network in their own way and just share the identity of clients to be served with mCast. This resolves any concern that a CDN might have in terms of user or data privacy.

To show the feasibility and robustness of mCast, we implemented mCast on the platform described in Section 3 and benchmarked the performance against standard IP unicast. The results showed that mCast can decrease link utilization by more than 50% and completely eliminate packet losses by avoiding any congestion in the network. The quality of video received by users was also improved as no data was lost and network delays were lower.

Our platform for performance evaluation is based on an emulated testbed. Figure 2 illustrates our testbed setup. We use Mininet\(^1\) for emulation which is well-known and widely used, and provides a means of creating a virtual network topology on a single computer. We run Mininet on a laptop with Ubuntu 16.04. We implement two separate SDN-based domains, for ISP and CDN, connected over a high speed link. For the CDN, we use a tree topology with a depth and fan-out equal to one. For the ISP domain, star, mesh or tree topology can be chosen to see the behavior of the architecture with different underlying network topologies.

Each domain is managed by a separate python-based Ryu controller\(^2\) over which control and application planes are implemented. We use OpenFlow 1.3 protocol for the SDN southbound interface. mCast CDN Agent runs as a separate module over the CDN controller. mCast ISP Agent runs as a web server using a RESTful API. CDN can communicate with ISP using HTTP requests that are received by the RESTful API in mCast ISP Agent and passed to the SDN controller of ISP using Web Server Gateway Interface (WSGI).

We use two open source videos "Big Buck Bunny" (bbb) and "Sita Sings the Blue" (sstb) to be streamed from the CDN. The raw videos were encoded using JSVM framework [6]. Nine minutes of each video were encoded at 1920x1080 HD resolution with a Group of Picture (GOP) size of 8 at a frame rate of 25 fps, yielding a bitrate of 2 Mbps.

We used C++ implementation of video client and server from the scalable video evaluation framework (SVEF) [7]. However, we modified the server implementation to act as a live streaming server that is capable of dynamically streaming the content to more than one client as it receives content requests. Additionally, we implemented an API for the interaction between content servers and the mCast CDN agent.

### III. Platform Overview

Our platform for performance evaluation is based on an emulated testbed. Figure 2 illustrates our testbed setup. We use Mininet\(^1\) for emulation which is well-known and widely used, and provides a means of creating a virtual network topology on a single computer. We run Mininet on a laptop with Ubuntu 16.04. We implement two separate SDN-based domains, for ISP and CDN, connected over a high speed link. For the CDN, we use a tree topology with a depth and fan-out equal to one. For the ISP domain, star, mesh or tree topology can be chosen to see the behavior of the architecture with different underlying network topologies.

Each domain is managed by a separate python-based Ryu controller\(^2\) over which control and application planes are implemented. We use OpenFlow 1.3 protocol for the SDN southbound interface. mCast CDN Agent runs as a separate module over the CDN controller. mCast ISP Agent runs as a web server using a RESTful API. CDN can communicate with ISP using HTTP requests that are received by the RESTful API in mCast ISP Agent and passed to the SDN controller of ISP using Web Server Gateway Interface (WSGI).

We use two open source videos "Big Buck Bunny" (bbb) and "Sita Sings the Blue" (sstb) to be streamed from the CDN. The raw videos were encoded using JSVM framework [6]. Nine minutes of each video were encoded at 1920x1080 HD resolution with a Group of Picture (GOP) size of 8 at a frame rate of 25 fps, yielding a bitrate of 2 Mbps.

We used C++ implementation of video client and server from the scalable video evaluation framework (SVEF) [7]. However, we modified the server implementation to act as a live streaming server that is capable of dynamically streaming the content to more than one client as it receives content requests. Additionally, we implemented an API for the interaction between content servers and the mCast CDN agent.

### IV. Demonstration Overview

This demonstration offers a means of modifying various network and video settings (Table 1), and monitoring the effects of these changes on the network and system metrics in real-time. Users can modify these settings through a Panoramic UI (Figure 3). The UI also offers a means of viewing performance data.

---

1. http://mininet.org/
2. https://osrg.github.io/ryu/
metrics mandated by the input settings. These metrics are displayed in the form of graphs and statistics. The information shown includes bandwidth consumption in the ISP network plotted over time, average load on network nodes including switches and controllers plotted over time, number of dropped packets, average load on content servers in CDN, average start-up delays for the clients and total number of OpenFlow messages in the ISP network. For interactive demonstration, conference participants will be able to see the performance of mCast against IP unicast with either default parameters or custom parameters of their choice using Panoramic UI.

In addition, a second UI (Figure 4) displays the chosen network topology including clients, servers and the SDN controllers. The traffic flows can be viewed in real-time as the packets travel from servers to the clients. We use MiniNAM [8] for this purpose. MiniNAM is a utility that provides real-time animation of networks created by the Mininet emulator. A user can view selective flows with options to color code packets based on packet type and source node. For simultaneous comparison of mCast and IP unicast, we create an instance of MiniNAM for each approach in a separate virtual machine. With the packet level information provided by MiniNAM, users can visually identify patterns in communication and better understand the working of mCast.

V. REQUIRED EQUIPMENT

To demonstrate our platform we will use a single laptop with virtual machines running on it. Setup of the demonstration requires five minutes. The exact requirements in terms of equipment are provided in the list below:

- A monitor (32” or larger) to increase the visibility of the GUIs
- A table that can support a laptop and the monitor
- Power supply for a laptop and the monitor
- An HDMI cable
- Poster wall
- Internet access is not required
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