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I. MOTIVATION

A Wireless Sensor Network (WSN) consists of small,
resource-constrained computing devices (so-called motes) that
perform physical measurements (e.g., temperature, vibration)
in a distributed manner. The motes form a self-adaptive multi-
hop network to transport the measured data to a sink. The data
may be pre-processed and fused in the network. Furthermore,
WSNs often provide capabilities using a reverse channel for
sensor control and management as well as flashing of motes
and Over-The-Air Programming (OTAP). WSNs are deployed
in a steadily growing plethora of application areas. Especially
their deployment in the industrial, military, public safety, and
medical domains renders security in these networks an issue
of high relevance.

There is a need for a real-world security testbed for the
evaluation of WSN security measures. Given such a lab, a
security architecture for WSN can be developed, implemented,
and evaluated. The rest of this abstract is structured as follows:
The testbed is described in Section II. Next, we present a threat
analysis and security architecture for WSNs (Section III). In
the demo, we will show our WSN testbed as well as the
Intrusion Detection System (IDS).

II. THE SECURITY TESTBED

For the testbed, different WSN hardware and software plat-
forms are considered to reflect realism through heterogeneity.
In its current setup, the testbed consists of three Operating
Systems (OSs) (Contiki [5], iSense [4], and TinyOS [10])
running on three hardware platforms (TelosB [13], MicaZ [12],
and iSense-CM10C [11]). For the WSNLab testbed, we re-
alized three sub-networks with different OSs. The different
sub-networks are separated physically using different radio
channels, as the standard Media Access Control (MAC) pro-
tocols of the different OSs are not interoperable. A solution
for the future may be the use of IEEE 802.15.4 MAC protocol
implementations. However, to the best of our knowledge, there
is only an implementation for TinyOS available [9] up to now.

The deployed application consists of a simple distributed
sensor data collection process. Motes sense and transmit
the sensor data to the sink. As self-adaptive WSN routing
protocols, the Collection Tree Protocol (CTP) [8] and the
IPv6 Routing Protocol for Low power and Lossy Networks
(RPL) [16] are used to deliver sensor data via multiple hops.

Thus, the sensor data can be delivered even though the sink
is not in direct communication range.

To realize multi-hop paths in a reliable and reproducible
way, the testbed supports topology management using a link
control system based on the concept of virtual links (cf. [3]).
Even complex topologies can be defined by manipulating the
delivery of messages. On each mote, there is a module that
checks whether packets received over the air are supposed
to reach the receiving mote based on the defined topology.
These topologies can even be changed during an experiment.
The motes become virtually mobile. By doing so, mobile
sensor networks can be evaluated in the testbed as well.
Figure 1 visualizes the integration of mobility into the testbed.
Arbitrary scenarios using different mobility models [2] can be
used through the integration of BonnMotion [1]. BonnMotion
supports WiseML [14], a scenario and experiment specification
language for WSNs that is based on GraphML, an XML
dialect. The goal of WiseML is to specify inputs and outputs
and enabling the reproduction of experiments. The WiseML
files are used as input for the link control system. Overall, the
testbed can be used to evaluate WSN algorithms and protocols
in heterogeneous, complex, static and mobile scenarios.

For evaluation purposes, we added a Jackdaw IEEE
802.15.4 Sniffer [15] (running Contiki) to the testbed. This de-
vice allows us to capture all packets of a wireless channel and
analyze them using packet analyzer tools like Wireshark [17].
Moreover, we added a GNU Radio [7] USRP-Board [6] to the
testbed. This special hardware allows us to run various types
of Jamming attacks.
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Fig. 1. Integrating mobility in the WSNLab testbed.
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Fig. 2. Threat analysis and countermeasures for WSNs.

III. THE SECURITY ARCHITECTURE

An attacker can achieve his objective(s) through different
kinds of attacks. These can be categorized based on the
targeted layer. Figure 2 shows a threat analysis as well as
countermeasures for WSNs. The threat analysis is first divided
into the goals of the attacker.

The specific properties of WSNs lead to special attacks as
well as new challenges for countermeasure development: The
resource scarcity of the nodes in terms of computing power,
memory, energy, and bandwidth requires countermeasures to
be light-weight but also effective at the same time. We have
implemented a security architecture based on the countermea-
sures mentioned (cf. Figure 2). Preventive measures such as
traffic encryption and digital signatures were implemented
on the motes. The detection measures were integrated in
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Fig. 3. WSNLab IDS architecture.

an IDS. Figure 3 shows the architecture of the IDS. The
IDS server receives status and alarm messages generated by
an IDS module on the motes. The server analyzes these
messages using different anomaly detection algorithms, e.g.,
based on statistical or aging functions. In the current version,
the following attacks are detected by the IDS:

• Remove Node triggering the heartbeat and movement
modules,

• Dislocate Node triggering the movement module,
• Jamming triggering the Carrier-Sense-Time module,
• Reprogram Node triggering the OTAP module.

Based on the analysis of the server, alarm messages are
generated and visualized using an IDS graphical user interface.
The design of the IDS is modular. Thus, further modules
can be easily integrated. However, the resource scarcity of
the nodes limits the number of modules that can be used
simultaneously.
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